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KAPITEL 1

Ein Cyberangriff steht
bevor. Wie verlasslich ist Ihre
Recovery- Strategie?

Das Herzstiick eines Unternehmens sind seine Netzwerke,
Anwendungen und Datenspeicher. Diese {iberlebensnotwendigen
Systeme sind angesichts immer haufiger auftretender und komplexer
werdender Cyberangriffe zunehmend bedroht. Cyberkriminelle
bedienen sich bereits modernster, KI-gestiitzter Tools, doch eine
weitaus gefihrlichere Bedrohung zeichnet sich ab. Agentische
Kiinstliche Intelligenz (KI), die autonom denkt, plant und handelt,
wird die Methoden der Cyberkriminalitét revolutionieren und Angriffe
skalierbarer und effizienter machen.

Im Gegensatz zu herkdmmlicher Ransomware, die vorprogrammierten
Skripten folgt, kann die agentische KI ihre Strategie in Echtzeit anpassen,
aus Abwehrreaktionen lernen und Angriffe schneller weiterentwickeln,
als menschliche Verteidiger reagieren kénnen.
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Prominente Vorfille zeigen, dass keine Branche oder Region
davor sicher ist. Beispiele reichen von der Vergiftung einer
Wasseraufbereitungsanlage in Florida und der 11-tdgigen Stilllegung
der Colonial Pipeline bis hin zur Lahmlegung ganzer Schulbezirke
durch Ransomware-Angriffe und der vollstindigen Verschliisselung
von Hotel- und Casino-Systemen.

Selbst der beste Perimeterschutz und die modernsten Threat-
Intelligence- Programme, wie das Financial Services Information
Sharing and Analysis Center (FS-ISAC) und die US Cybersecurity
& Infrastructure Security Agency (CISA), sind nur ein Baustein von
vielen. Die Gegner von heute verfiigen iiber umfangreiche Finanzmittel,
sind auf3erordentlich geduldig und konzentrieren sich darauf, die
Resilienzfahigkeit des Zielunternehmens auszuhebeln.

Verstehen, wie moderne Cyberbedrohungen
funktionieren: Die Industrialisierung der Cyber-
kriminalitat

Noch vor wenigen Jahren wurden Ransomware-Angriffe grofitenteils
von einer Handvoll spezialisierter Hacker-Gruppen durchgefiihrt.
Heute stehen fiir jeden einigermaflen geschickten Kriminellen im Dark
Web Ransomware as a Service (RaaS)-Plattformen zur Verfiigung.
Das RaaS-Geschiftsmodell funktioniert wie herkémmliche SaaS-
Plattformen (Software as a Service) und bietet Abonnements und
Ertragsbeteiligungsregelungen, wodurch Cyberkriminalitit fiir jeden
Zahlungswilligen zuganglich wird.

Diese kriminellen Netzwerke bieten sofort nutzbaren Zugang zu
professionellen Erpressungsmodellen, einschliefllich Call-Centern
zur Opferunterstiitzung, Verhandlungshilfe fiir Losegelder und sogar
~Garantien fiir die Loschung von Daten, wenn Opfer sich weigern
zu zahlen. Dieser industrialisierte Ansatz hat zu einer Explosion von
Angriffen gefithrt. Kriminelle miissen keine eigene Malware mehr
entwickeln. Sie konnen einfach aus einem Menii wiahlen: LockBit,
REvil, Darkside, Conti, BlackCat, und vielem mehr.
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Jede Entwicklung bietet spezielle Funktionen, die maximalen Schaden
anrichten und grofitmoglichen Druck ausiiben. Moderne Ransomware-
Varianten exfiltrieren routineméflig Daten vor der Verschliisselung,
um eine Veréffentlichung androhen zu konnen, zerstéren gezielt und
systematisch Sicherungssysteme, um Wiederherstellungsoptionen zu
eliminieren, und stellen Payloads bereit, die ganze Netzwerke oder
Cloud-Konten innerhalb von Minuten 16schen kénnen.

KI-gesteuerte Ransomware: Wenn Angriffe denken,
lernen und sich anpassen

Das Aufkommen agentischer KI markiert einen grundlegenden
Wandel abseits herkommlicher RaaS-Plattformen. Im Gegensatz zur
generativen KI, die bei Aufgaben hilft, ist die agentische KI proaktiv
und kann komplexe Probleme l6sen sowie autonom Entscheidungen
treffen. Diese KI-Agenten fithren nicht einfach vorprogrammierte
Angriffe durch. Sie lernen und passen ihre Strategien an die jeweilige
Umgebung an.

In kontrollierten Tests haben Forscher der Unit 42 beispielsweise einen
gesamten Angriff vom ersten Eindringen bis zur Daten-Exfiltration
in nur 25 Minuten abgewickelt. Der Geschwindigkeitsunterschied ist
gigantisch: Menschliche Angreifer brauchten im Durchschnitt zwei
Tage, um die Daten zu exfiltrieren wihrend KI-gestiitzte Angriffe
dasselbe Ziel 100-mal schneller erreichten.
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Doppelte Erpressung etc.: Angriffe mit Tiefenwirkung

Moderivn|eInRhalntsvoemrzweicahrnei-sAngriffe umfassen oft zwei
Phasen:

1. Die Exfiltration sensibler Daten.

2. Die Verschliisselung wichtiger Systeme.

Selbst wenn ein Opfer iiber externe Backups in einer zweiten Cloud-
Region verfiigt, ist der Druck durch die Gefahr, dass sensible Daten
veroffentlich werden konnten, enorm hoch. Ende 2024 waren durch
das Datenleck bei LastPass die verschliisselten Tresordaten von
Millionen von Nutzern in Gefahr, und obwohl die Master-Passworte
sicher waren, verursachte die Tatsache, dass ein Angreifer eine Kopie
aller Tresore besaf3, eine Vertrauenskrise.

Staatliche Akteure hingegen setzen Ransomware nicht aus Profit-,
sondern aus strategischen Griinden ein, indem sie zum Beispiel die
Kernprozesse von Pipelines, Versorgungsunternehmen, Gesundheits-
systemen und Regierungsdiensten in groflem Umfang lahmlegen, was
sich direkt auf deren operative Technologie auswirkt.

Ein gutes Beispiel dafiir ist der WannaCry Ransomware-Angriff von
2017. Er verursachte einen umfassenden Ausfall der Krankenhaus-
systeme des britischen National Health Service, was dazu fiihrte, dass
medizinische Eingriffe abgebrochen und Krankenwagen umgeleitet
werden mussten. Dieser Angriff zeigt deutlich, wie Cyberangriffe
Leben gefahrden, wenn kritische Infrastrukturen ausfallen.

Alles kann zum Angriffsziel werden

Die Demokratisierung agentischer KI durch leicht zugéngliche Platt-
formen macht jede Illusion, dass bestimmte Branchen vor Angriffen
sicher seien, zunichte. Agentische KI kann Angriffe planen und dann
autonom durchfiithren, was sie skalierbarer und effizienter macht.
Gleichzeitig sinkt dadurch die Einstiegshiirde fiir Cyberkriminelle:

o Bildungssektor: Im Jahr 2022 hielt die Vice Society die Daten des
Los Angeles Unified School District unter Verschluss, wovon 1.000
Schulen und 600.000 Schiiler betroffen waren.
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o Energiesektor: Im selben Jahr legte Ransomware die Petro-Card-
Kartensysteme von Suncor Energy in Kanada lahm, wodurch viele
Autofahrer an Tankstellen im ganzen Land strandeten.

o Hotelerie: Im Jahr 2024 griff BlackCat die MGM Resorts an und
legte Spielautomaten sowie Reservierungssysteme in 30 Hotels
lahm.

o Handel und Dienstleistung: Im April 2025 musste Marks & Spencer
in Grof3britannien die Geschifte schliefen, nachdem DragonForce
seine Geschiftssysteme verschliisselt hatte und Mailchimp sowie
SendGrid wurden Opfer globaler Phishing-Kampagnen.

Die Moral der Geschichte ist klar: Unsere Gegner haben sowohl
das Werkzeug als auch die Anreize, iiberall zuzuschlagen. Mit der
Beschleu-nigung der digitalen Transformation und immer mehr
vernetzten Geriten, Prozessen und Partnern, nimmt die Angriffsfliche
zu. Die Zeiten, in denen die IT-Abteilung ,kritische Systeme“ hinter
einer Festung aus Firewalls abschotten konnte, sind vorbei. Jeder
Endpoint, jedes Cloud-Service und jede Drittanbieter-Integration ist
ein potenzieller Einstiegspunkt.

Dartuber hinaus kann der Mensch selbst, sei es durch einen
tiberzeugenden KI- Deepfake-Anruf oder einen Mitarbeiter, der ein
privates Gerit fiir die Arbeit verwendet, zu einem effektiven Einfallstor
fur Angreifer werden.
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Warum Unternehmen immer noch von Angriffen
iiberrascht werden

Trotz zunehmender Belege fiir ein erhohtes Cyberbedrohungs-Risiko,
werden viele Unternehmen kalt erwischt. Diese anhaltende Schwiche
beruht auf tief verwurzelten Denkweisen in Bezug auf die Cyber-
Sicherheit, die nicht mehr der heutigen Realitdt entsprechen. Drei
kritische Schwachstellen - eine rein préventionsorientierte Denkweise,
isolierte Teams und Runbooks sowie der Glaube an die umfassende
Sicherheit der Cloud - machen selbst gut geschiitzte Unternehmen
verwundbar.

Die rein praventionsorientierte Denkweise: Triigerische
Sicherheitsebenen

In der Vergangenheit entwickelte sich die Cyber-Sicherheit
in unterschiedlichen Wellen. Jedes Mal glaubten Cyber-
Sicherheitsexperten, dass sie es endlich geschaftt hitten, ihre
Unternehmensdaten allumfassend zu schiitzen. Tabelle 1-1 stellt diese

Entwicklung dar.

Tabelle 1-1. Entwicklung der Cyber-Sicherheit in unterschiedlichen Wellen

fira Fokus Falsches Versprechen Realitat

1990er Perimeter Firewalls und Border-Router ~ Angriffe umgingen Firewalls mittels
schutz sollten unbefugten Zugriff Phishing, Social Engineering und

verhindern. Insidern.

2005+ E-Mail- Scans sollten schadliche Malware versteckte sich in legitimen
Sicherheit Nachrichten eliminieren. Datenstromen und Anhangen

2005+ Netzwerk- Durch Uberwachung sollten Komplexe Bedrohungen schienen
sicherheit Anomalien erkannt werden. harmlos, bis sie

2010+ End- Antivirus-Programme sollten  Sicherheitsverletzungen
point-Schutz  die Ausfiihrung blockieren. auslosten.

2015+ Identitéts- Zero Trust sollte nur Dateilose Malware und Zero-
sicherheit authentifizierten Zugriff Day-Exploits umgingen die
zulassen Signaturerkennung. Gestohlene Token,
API-Schliissel und falsch konfigurierte
Berechtigungen fiihrten zu Liicken.
2020+ Cloud-security ~ Anbieter sollten sich um die Angriffe zielten auf falsch konfigurierte

Sicherheit kiimmern.

Cloud-Berechtigungen und Container-
Registries ab
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Trotz der zunehmenden Flut an Cyberbedrohungen bleiben viele
Unternehmen in der Priventions-Mentalitat verankert. Sie investieren
in Firewalls der nichsten Generation, EDR (Endpoint Detection
and Response), SIEM-Plattformen (Security Information and Event
Management), Threat Feeds und Red—Team—Ubungen, nur um
festzustellen, dass diese Steuerelemente zwar notwendig, aber nicht
ausreichend sind.

Sobald ein Angreifer Fufl fasst, sei es durch den Diebstahl von
Anmeldedaten, die Anwendung von Zero-Day-Exploits, Phishing oder
die Kompromittierung der Lieferkette, beginnt der Perimeterschutz zu
brockeln. Abbildung 1-1 illustriert die mehrschichtige Abwehrstrategie,
auf die die Cybersecurity-Branche vertraut.

Perimeter security (1990+)

Email security (2000+)

Network security (2005+)

Host (endpoint) security (2010+)

Identity security (2015+)

'App and cloud security (2020+) |

Data security (2025+)
DSPM
DLP
AI/LLM security

\ J

Abbildung 1-1. Die mehrschichtige Abwehrstrategie der Cybersecurity-
Branche

Das wirft ein Paradoxon auf: Konzentriert man sich zu sehr auf die
Pravention, investiert man zu wenig in die Wiederherstellung und
insbesondere in Wiederherstellungstests. Backups werden als etwas
behandelt, das es zu erfiillen gilt, und nicht als strategische Ressource,
und Cyber-Recovery-Tests - sofern sie iiberhaupt durchgefiihrt
werden - werden wie eine jihrliche Disaster Recovery (DR)-Ubung
gehandhabt.
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Im Ernstfall greift man hastig auf provisorische Runbooks zuriick, nur
um festzustellen, dass sie veraltet, unvollstindig, ungetestet und fiir die
heutigen dynamischen Umgebungen nicht zu gebrauchen sind.

Isolierte Teams und Runbooks

Die Teams fiir Cybersicherheit, Cloud-Operation, Anwendungsent-
wicklung, Unternehmensarchitektur und Business Continuity arbeiten
oft getrennt voneinander und haben eigene Prozesse, Tools und
Prioritaten.

Das Resultat? Richtlinien und Runbooks fiillen PowerPoint-
Prisenta-tionen, Word-Dokumente und Ticketsysteme und werden
im Notfall selten bis gar nicht verwendet. Verbindungen und
Abhingigkeiten zwischen Anwendungen, Netzwerkkonfigurationen,
Identitatssystemen, GitHub-Repositories, Container Registries,
Datenbankservern und Daten-sicherungskopien werden selten
dokumentiert.

Der erste Rebuild-Versuch ist der schlechteste Zeitpunkt, um fehlende
Komponenten zu entdecken.

Cloud Resilienz als Illusion

Viele CIOs, CTOs und CISOs glaubten, dass der Umstieg auf
die Cloud unter dem Vorwand der digitalen Transformation das
Wiederherstellungsproblem fiir die Unternehmen auf magische Weise
l6sen wiirde. Hyperscale-Anbieter werben fiir Multi-Zonen- und
-Regionen-Losungen, Snapshots, replizierte Kopien und native Backup-
Tools, die eine drastische Verkiirzung der Wiederherstellungszeiten
versprechen. Um eine gute Resilienz zu erreichen, miissen Teams oft
tiber ein Dutzend Tools und Services kombinieren.

Eine Skalierung verstarkt das Problem. Unternehmen verfolgen ihre
Backup- Strategie nicht tiber alle Cloud-Konten hinweg. Der ,,Shift
Left“-Ansatz, der Entwicklern eine grofere operative Verantwortung
tibertragt, hat wohl mehr Risiken verursacht als verhindert.
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Hyperscale-Anbieter veréffentlichen immer mehr Dienste und Tools,
um das Self-Service-Modell zu vereinfachen. Doch gerade dieses
Modell hat zu fehlerhaften Prozessen gefiihrt, wodurch Unternehmen
letztlich einem noch grofieren Risiko ausgesetzt sind.

Diese Schwichen zeigen sich, wenn es ernst wird. Kiirzlich versuchte
ein Finanzdienstleistungsunternehmen nach einem simulierten
Verstof3 ein Failover in eine zweite Region durchzufiihren, stellte
jedoch fest, dass die Datenverschliisselungscodes und Identitétsrollen
nicht repliziert worden waren. Das Skript ,,Region-Failover® schlug
fehl und lie§ den Recovery-Standort in einem unbrauchbaren Zustand
zuriick.

Die Cloud allein ist kein Allheilmittel. Sie erfordert vollstindig
getestete Rebuilds in der gesamten Anwendungsumgebung, um
sicherzustellen, dass jede Konfiguration, alle Zugangsdaten und jedes
Objekt vorhanden sind.

Resilienz funktioniert nicht ohne Wiederherstellung

Esist harte Realitt, dass die meisten Unternehmen ihre gesamte Cyber-
Sicherheitsstrategie auf einer gefahrlichen Illusion aufgebaut haben:
Dass sie jeden Angrift verhindern konnen. Diese praventionsorientierte
Denkweise erzeugt ein falsches Sicherheitsgefiihl, das in dem Moment
zusammenbricht, in dem ein Angreifer den Perimeter durchdringt.

Ohne die nachgewiesene Fahigkeit einer schnellen und vollstindigen
Wiederherstellung sind selbst die komplexesten Abwehrmafinahmen
sinnlos. Denn bei Resilienz geht es nicht darum, Ausfélle zu vermeiden,
sondern darum, sich wieder davon zu erholen.

Resilienz heiBt,Vertrauen aufbauen”

Wenn Resilienz etwas bedeutet, dann Vertrauen. Vertrauen darauf,
dass Sie die Lichter wieder einschalten konnen, wenn sie ausgehen. Bei
Cyber-Resilienzgehteswederum das Vorhandensein von Firewallsnoch
um Patch-Frequenzen. Sie beschreibt die Fahigkeit, geschiftskritische
Anwendungsservices (z. B. Kundenportale, Zahlungssysteme,
Produktionslinien oder elektronische Patientenakten) innerhalb von
Minuten oder Stunden, statt Tagen oder Wochen wiederherzustellen.

Fiir die Devise ,,Ein Rebuild ist unverzichtbar braucht es drei
fundamentale Verdnderungen:
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o Vom Backup zum vollstindigen Rebuild der Anwendungsumgebung:
Der Fokus muss sich iiber das Erstellen von Dateikopien und
Block-Snapshots hinaus auf die Moglichkeit verlagern, jede
Anwendungskomponente (d. h. Netzwerk, Rechenleistung, Speicher,
Identitdt und insbesondere deren Abhdngigkeiten) neu aufbauen zu
konnen, um alle wichtigen Dienste wieder zum Laufen zu bringen.

« Von gelegentlichen DR-Ubungen hin zu regelmdfSigen
Wiederherstellungstests: Anstatt einmal pro Jahr Failover-Ubungen
durchzufiihren, miissen Teams monatlich automatisierte ,,Rebuild-
Ubungen® in von der Produktion isolierten Cloud-Konten durchfiihren.

o Von isolierten Playbooks hin zu funktionsiibergreifender Recovery as

Code (RaC): Sicherheits-, Cloud-, Architektur-, Entwicklungs- und DR-
Teams miissen gemeinsam Runbooks erstellen, die als Code versioniert

und zusammen getestet werden.

Wie wire es, wenn RaC automatisch erstellt und regelmdfig aktualisiert
werden konnte?

Der Preis der Selbstzufriedenheit

Wenn ein Ausfall von Minuten ein Unternehmen Tausende Euros kostet,
ist es erniichternd zu erkennen, was ein ganzer Tag offline wirklich
bedeutet. Schon ein einziger Tag kann verheerende Folgen haben:
Millionen an entgangenen Einnahmen, erdriickende Geldstrafen und
schwere (oft irreparable) Reputationsschdden.

Einzelhandler miissen schlielen und konnen nichts verkaufen,
Produzenten sind eingeschrinkt und koénnen nichts versenden,
Krankenhduser sind lahmgelegt und koénnen nicht auf wichtige
Patientenakten zugreifen. Jede verlorene Minute bedeutet einen
wiitenden Kunden, einen im Stich gelassenen Partner und eine schwer
beschidigte Marke.

Im Gegensatz dazu berichten Unternehmen, die konsistente Rebuild-
Strategien anwenden, von einer Verkiirzung der durchschnittlichen
Wiederherstellungszeit von 48 Stunden (ca. 2 Tage) auf weniger als 2
Stunden und davon, dass selbst die ausgekliigeltsten Angriffe sie nicht
dauerhaft auler Gefecht setzen kénnen.

Und der zusitzliche Nutzen eines Rebuild: sie sparen nicht nur Geld,
sondern sichern sich auch Vertrauen. Im néchsten Kapitel geht es um
die Entwicklung einer Rebuild-Funktion. erholen.

Kapitel 1: Ein Cyberangriff steht bevor. Wie verlasslich ist Ihre Recovery- Strategie? | 18






KAPITEL 2

Der Anschein von Sicherheit:
Warum herkommliche Recovery-
Methoden fehlschlagen und
warum das NIST Cybersecurity
Framework auf Rebuild setzen
muss

Du kannst einen Waldbrand nicht mit einer Tasse Wasser loschen.

— in Anlehnung an eine Feuerwehr-Weisheit

Im spidten 19. Jahrhundert bauten Ingenieure hohe Deiche zwischen
Grenzstiddten und dem Mississippi, zuversichtlich, dass die schiere
Groe jede Uberschwemmung verhindern wiirde. Familien
picknickten auf deren Boschungen und glaubten, dass der Kampf
gegen das Wasser gewonnen sei. Doch als das Friihlingstauwetter
noch nie dagewesene Sturzfluten entfesselte, zersprangen die Deiche
wie Eierschalen, und die Wasserfluten tiberschwemmten die Stadt.

Was lernen wir von diesen zerstorten Bauwerken: Keine
Schutzmafinahme, so groflartig sie auch sein mag, ist uniiberwindbar,
wenn sie auf fehlerhaften Annahmen beruht.

Die digitale Infrastruktur von heute steht vor einer dhnlichen Krise
der falschen Sicherheit. Die Cybersecurity- und Backup-Industrie hat
ihre eigenen Deiche gebaut und ist von der Zweckdienlichkeit ihrer
Losung iiberzeugt:

o Die Cybersecurity-Branche errichtet Barrieren: Perimeter,
Firewalls, Endpoint-Schutz, Cloud-Sicherheit und Identitits-
Frameworks.

o Die Backup-Branche konzentriert sich auf Datentresore,
Bandarchive, Snapshots und Replikationsstrategien.
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Doch prominente Sicherheitsverletzungen und Ransomware-
Vorfille haben diese Illusion zerstort. Egal, wie hoch die Mauern,
Angreifer werden ein Schlupfloch finden. Auch traditionelle Backup-
Methoden erweisen sich als duflerst unzureichend, wenn es darum
geht, vollstindig kompromittierte Okosysteme nach modernen
Ransomware-Angriffen wiederherzustellen. In diesem Kapitel wird
erldutert, warum herkommliche Backup-Ansétze nicht ausreichen
und warum eine Rebuild-Funktion die Wiederherstellungsergebnisse
erheblich verbessern kann.

Die triigerische Sicherheit von Backups und
Datenschutz

Seit iiber 50 Jahren glauben wir, dass der Schutz von Daten
ausreichen wiirde. Bei Datenschutzsystemen wurde der Fokus auf
eine kostengiinstige, langfristige Aufbewahrung gelegt, nicht auf den
Schutz des gesamten Anwendungs-Okosystems. Wenn Unternehmen
daher nach einem Ransomware-Ereignis eine Wiederherstellung
versuchen, entdecken sie hdufig unzdhlige kritische Fehler, die ihre
Backups nahezu nutzlos machen.

So werden Dateien beispielsweise in Bandtresoren gesichert, die
Wiederherstellung von Servern dauert jedoch Tage. Festplattenbasierte
Sicherungen beschleunigen das Ganze, befinden sich jedoch in
anfalligen Netzwerken. Disaster Recovery-Standorte versprechen ein
nahtloses Failover, schlagen jedoch aufgrund von veralteten Verfahren,
Konfigurationsabweichungen und Wissensliicken stindig fehl.

Der grundlegende Fehler liegt nicht im Datenschutz an sich, sondern in
der Illusion, dass das Sichern von Daten der Mdglichkeit entsprechen
wiirde, funktionierende Systeme wiederherzustellen. Echte Wieder-
herstellung erfordert nicht nur die Offline-Sicherung von Daten,
sondern auch umfassende Systemwiederherstellungsfunktionen, die
die meisten Sicherungsstrategien nicht bieten.

Moderne Ransomware: Das Ende von ,Backup and
Restore”

Ransomware-Angriffe stoflen nicht zufillig auf Backups, sondern
suchen gezielt danach, um sicherzustellen, dass Ihr Plan B schon vor
Beginn der 2. Phase unbrauchbar ist.
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Sobald die Angreifer sich Domain-Administratorrechte gesichert
haben, zerstéren sie systematisch die Wiederherstellungsfunktionen
des Unter- nehmens, indem sie Snapshots deaktivieren oder l6schen,
die Aufbewahrungsrichtlinien fiir Backups manipulieren und scheinbar
unverdnderliche Tresore beschiddigen. Sie unterwandern sogar die
Orchestrierungsebenen, die diese Systeme verwalten, und verwandeln
jeden potenziellen Wiederherstellungspfad in eine Sackgasse.

Doch die Bedrohung geht iiber die einfache Zerstérung hinaus.
Angreifergruppen, die auf doppelte Erpressung setzen, haben einen
strategische Vorgehensweise perfektioniert: Sie stehlen zuerst sensible
Daten, um mit deren Veroffentlichung drohen zu konnen, und
verschliisseln dann alles Ubrige, um den Betrieb lahmzulegen. Dieser
zweigleisige Angriff maximiert die Hebelwirkung, da Unternehmen
sowohl mit Betriebsstillstinden als auch mit dem Verlust der
Reputation konfrontiert sind.

Das Trugbild der unveranderlichen Speicher

Ein unverinderlicher Speicher ist so konzipiert, dass Snapshots nach
dem Schreiben nicht mehr gedndert werden konnen. Doch Angreifer
haben raffinierte Gegenstrategien entwickelt, die die Grenzen der
Technologie aufzeigen. Cyberkriminelle dringen in die Verwaltungs-
oder Kontroll-ebene ein und édndern vor dem Fertigstellen der
Snapshots die Richtlinien und Einstellungen zur Unveranderlichkeit,
wodurch der Schutz ausgeschaltet wird, bevor er in Kraft treten
kann. Auflerdem nutzen sie Sicherheitsliicken in der Konfiguration
dazu, sich selbst die Befugnis zu erteilen, Archive zu loschen oder
erneut zu verschliisseln, wodurch sie die unternehmenseigenen
Sicherheitsmafinahmen gegen das Unternehmen selbst richten.

Selbst wenn die Tresore technisch gesehen sicher bleiben, ist ihr
Schutzbereich stark eingeschrankt. Sie schiitzen zwar die Daten, doch
Netzwerkkonfigurationen, Microservices-Meshes und Identitits-
Hierarchien sind einem Angrift schutzlos ausgesetzt.

Datensicherheitstools: Hilfreich, aber unvollstandig

Die jlingsten Fortschritte im Sicherheitsbereich haben ausgekliigelte
Tools wie Data Security Posture Management (DSPM) fiir umfassende
Datentransparenz, Data Loss Prevention (DLP) zur Uberwachung der
Datenbewegung und KI- gestiitzte Sicherheitstools gebracht, die eine
intelligente Erkennung und Reaktion auf Bedrohungen erméglichen.
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Diese Technologien stellen zwar einen bedeutenden Fortschritt im
Bereich der Cybersecurity dar, konzentrieren sich jedoch in erster
Linie auf Privention und Erkennung und nicht auf umfassende
Wiederherstellung. Das macht Unternehmen anfillig, wenn es
Angreifern gelingt, ihre Abwehrmafinahmen zu durchbrechen.

Der verfiihrerische Ruf der Cloud Recovery und ihre
verborgenen Schwachen

Anbieter von Hyperscale-Cloud-Losungen versicherten unbegrenzte
Kapazitit, sofortige, regional replizierte Snapshots und Self-Service-
Disaster-Recovery. Viele Unternehmen, denen man versprach, dass
ihre Daten dadurch sicherer seien, migrierten innerhalb weniger
Wochen mehrere Terabytes. Diese Versprechen verschleierten jedoch
grundlegende Liicken, die sich erst dann bemerkbar machten, als
Unternehmen ihre Wiederherstellungsfihigkeiten am dringendsten
bendtigten.

Mehr als ein herkommliches Backup

Herkémmliche Methoden konnen die komplexen Abhingigkeiten,
die Cloud- Services beinhalten, nicht erfassen; die unvermeidlichen
Konfigurationsabweichungen, die in Netzwerk- und Identitéts-
Doménen auftreten, und die Malware oder die Fehlkonfigurationen,
die sich in Containern, serverlosen Funktionen oder
Anwendungsbibliotheken verstecken. Ohne ,Goldene Kopien®
(vollstindig gescannte, saubere, Multi-Komponenten-, Point- in-Time
Anwendungs- und Datenkopien) entbehren Wiederherstellungen
jeder Grundlage.

Den alten ,,Hoffentlich funktioniert das Backup“-Ansatz zu verfolgen,
ist genauso riskant wie auf einen einzigen, ungetesteten Fallschirm zu
setzen.

Das fehlende Element: RegelmafBige, umfassende
Rebuild- Tests

Anbieter von Hyperscale-Cloud-Lésungen versicherten unbegrenzte
Sowohl eine Abwehrmafinahmenbasierte Cybersecurity als auch
herkémmliche Backup-Strategien sind im Grunde genommen unvoll-
stindig. Die Losung besteht in regelméafligen, praxisnahen Tests aller
Wiederherstellungsfunktionen.
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Rebuild-Tests stellen einen Paradigmenwechsel dar, von der Hoftnung
auf funktionierende Backups, hin zu Tests auf ihre Effektivitat
inklusive einer umfassenden Validierung. Dieser Ansatz rekonstruiert
die gesamte digitale Umgebung genau so, wie sie zu einem bekannten
bereinigten Zeitpunkt existierte, und liefert einen ganzheitlichen
Wiederaufbau der Umgebung, der weit iiber eine -einfache
Datenwiederherstellung hinausgeht.

Der Prozess umfasst das ,,Zuriickdrehen® aller Infrastrukturebenen des
Unternehmens — nicht nur der Daten, sondern auch der Netzwerk-
konfigurationen, Rechenressourcen, Identitéts-Frameworks,
Container, serverlosen Konfigurationen, und API-Gateways, damit die
wiederher-gestellte Umgebung exakt wie das Original aussieht.

Besonders wichtig ist, dass Rebuild-Tests umfassende Scans auf
Malware, Sicherheitsliicken, Konfigurationsabweichungen und
unbefugte Anderungen umfassen, die moglicherweise vor der
Erstellung des Snapshots in die Umgebung gelangt sind.

Dieser Validierungsschritt verwandelt die Wiederherstellung von
Backups von einem Sprung ins Unbekannte in einen verifizierten,
sicheren Wiederherstellungsprozess, auf den Unternehmen vertrauen
konnen, wenn ihr Uberleben davon abhingt.

Die Schwachstelle des NIST Cybersecurity Frameworks

Das Cybersecurity Framework des National Institute of Standards and
Technology (NIST) gliedertsichinsechs Kernfunktionen:Identifizieren,
Schiitzen, Erkennen, Reagieren, Wiederherstellen und Steuern. Seine
Wiederherstellungsfunktion wird jedoch missverstanden und schafft
eine bedrohliche Schwachstelle, die Unternehmen angreifbar macht,
auch wenn sie glauben, dass sie geschiitzt sind.

Wiederherstellen versus Neu Aufbauen: Zwei unterschiedliche Funktionen

Die Wiederherstellungsfunktion des NIST konzentriert sich auf eine
Wiederherstellung, die die Systeme nach einem Vorfall wieder in
einen betriebsbereiten Zustand bringt. Bei diesem Ansatz wird die
Wiederherstellung als Schadensbegrenzung behandelt, wobei es vor
allem um die Geschwindigkeit und nicht um die Validierung geht.
Unternehmen nutzen Backups fiir die Wiederherstellung, fithren
DR-Skripte aus und feiern, wenn Anwendungen scheinbar wieder
funktionieren, oft ohne die Unversehrtheit oder Vollstindigkeit des
Wiederhergestellten zu iiberpriifen.

Kapitel 2: Der Anschein von Sicherheit: Warum herkdmmliche Recovery-Methoden | 24
fehlschlagen und warum das NIST Cybersecurity Framework auf Rebuild setzen muss



Im Gegensatz dazu stellt der Rebuild einen Paradigmenwechsel
hin zu einem sicheren Wiederaufbau dar. Anstatt verlorene
Elemente wiederherzustellen, dient die Rebuild-Funktion dazu,
aus zweifelsfrei funktionierenden Komponenten eine verifizierte,
saubere Anwendungs-umgebung zu erstellen. Es ist wie der Gegensatz
zwischen dem Ausbessern einer beschidigten Wand und dem Bau
einer neuen Wand ausgehend von vertrauenswiirdigen Baupldnen.
Beide Wiande erscheinen vielleicht funktionstiichtig, aber nur eine
kann die Systemintegritdt erhalten.

Wo die Wiederherstellung zu kurz greift

In der Praxis besteht die Wiederherstellung oft nur aus einer Reihe
von oberflichlichen Compliance-Mafinahmen, die eine minimale
Sicherheit fiir die tatsdchliche Wiederherstellungsfahigkeit bieten.
Unternehmen fiihren jihrlich theoretische DR-Ubungen durch, bei
denen man Verfahren auf dem Papier testet, aber nie die tatsachliche
Systemwiederherstellung validiert wird. Sie fithren sporadische
Datenbankwiederherstellungen durch und testen regelmifiig
Virtual Machine (VM) Spins, die nur Fragmente ihrer Infrastruktur
umfassen, wihrend sie die komplexen Abhingigkeiten, die moderne
Anwendungen erfordern, ignorieren.

Leider  fithren = Unternehmen  nur  selten  vollstindige
Anwendungswiederherstellungen mit regelméifliger Validierung
durch, um zu tiberpriifen, ob alle Komponenten mit den Snapshot-
Daten iibereinstimmen und als Gesamtsystem funktionieren.

Tabelle 2-1 zeigt, wo das derzeitige NIST Framework hinter den
modernen Anforderungen zuriickbleibt, und wie Rebuild-Funktionen
diese gefahrlichen Liicken beheben.

Indem wir mit ,Rebuild® eine weitere Sdule hinzufiigen— eine
lebendige Erweiterung der Wiederherstellungs-Funktion — schworen
wir die Verteidiger auf eine deutlich strengere Uberpriifung der
Cyber-Resilienz ein: Die Moglichkeit, zu einem bestimmten Zeitpunkt
zuriickzukehren, eine sichere goldene Kopie auszuwéhlen und bei
Bedarf die Anwendung von der Netzwerk- bis zur Datenebene neu
aufzubauen.
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Tabelle 2-1. Liicken im derzeitigen NIST-Framework und wie die Rebuild-Funktion diese
Liicke schliefSt

Traditionelle Aktuelle Liicke Wie Rebuild die Liicke schlieBt
Starke

Identifizieren Asset- Listen, BlAs Keine verldssliche Historisches Archiv mit,,goldenen
Wiederherstellu ngssicherheit  Kopien”
Schiitzen 'de"?“ﬁ“‘ und Zero-Day- oder Insiderangriffe ~ Unveranderliche Snapshots fiir
Zugriffsmanage- ment - ) .
(IAM), Verschiisselung, kdnnen nicht gestoppt Rebuild-Artefakte
Firewalls werden
Erkennen SIEM-, XDR-, UEBA Alarm-bereitschaft = Automatisierte Rebuild-Tests, die
Wieder- herstellung durch Ereignisstrome ausgelost
werden
Reagieren IR-Playbooks, Playbooks validieren nur Der integrierte Rebuild wird als

Quarantdne selten die vollstandige Teil der Reaktion ausgefiihrt
Wiederherstellung
Wiederherstellen Backup- und Teilweise, manuelle Code-basierte Orchestrierung

Failover-Skripte

Wiederherstellun g; nicht
getestete Runbooks

eines Rebuilds fiir die komplette
Umgebung

Neu Aufbauen
(Rebuild)

RegelméBige, automatisierte
zeitpunktgenaue Rebuild-
Ubungen

Das erweiterte Framework

Zur Sicherung der Resilienz miissen wir die Rebuild-Funktion in das
NIST- Framework aufnehmen. Die Wiederherstellungs-Funktion
bleibt der Grundsatz, der Plan und das Notfall-Szenario - der
strategische Rahmen, der definiert, was im Fall einer Katastrophe
geschehen soll. Die Rebuild-Funktion ist der lebendige Motor, der die
Wiederherstellung zu einer gesicherten Realitdt und nicht zu einer
theoretischen Moglichkeit macht, wie in Abbildung 2-1 dargestellt.
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Abbildung 2-1. Das NIST-Framework mit der zusdtzlichen Funktion
»Neu Aufbauen (Rebuild)

Die Rebuild-Funktion umfasst eine Reihe von Elementen:

Zeitpunktgenaue Infrastrukturwiederherstellung

Dabei werden umfassende Point-in-Time-Snapshots
der Infrastrukturkomponenten erfasst, einschliefflich
Netzwerkkonfigurationen, = Rechenressourcen, = Anwendungs-
Imagesund deren Abhingigkeiten. Im Gegensatzzuherkémmlichen
Backups, die sich auf Daten konzentrieren, sind diese Snapshots so
konzipiert, dass sie den Infrastrukturkontext, den Anwendungen
benoétigen, um ordnungsgemdfl zu funktionieren, neu erstellen

konnen.

Goldene Kopien

Dabei handelt es sich um zeitpunktgenaue Images, die einem
umfassenden Scan auf Malware, Fehlkonfigurationen und
Sicherheitsliicken unterzogen wurden und somit validierte, saubere

Wiederherstellungspunkte bieten. Es geht hier nicht nur

um

Datenkopien, sondern um verifizierte, saubere Snapshots ganzer
Anwendungs-Stacks, denen man bedingungslos vertrauen kann.
So muss man nicht befiirchten, dass durch die Wiederherstellung
die Probleme, die man hinter sich lassen mochte, erneut entstehen.

Wiederherstellung als Code (Recovery as Code)
RaC  wandelt  Ad-hoc-Wiederherstellungsverfahren

in

automatisierte, versionierte und wiederholbare Prozesse um.
Anstatt sich auf veraltete Runbooks zu verlassen, behandelt RaC
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Rebuild-Verfahren als lebendige Software, die sich mit
Threr Infrastruktur weiterentwickelt, sodass sich die
Wiederherstellungsfunktionen im Laufe der Zeit verbessern,
anstatt sich durch Nichtanwendung zu verschlechtern.

Der Rebuild verwandelt ,Hoffentlich funktioniert das Backup® in
»1ch weif3, dass dieser Rebuild klappt“ Das liegt daran, dass er getestet
und weiterentwickelt wurde und dutzende Male bewiesen hat, dass er
funktioniert, bevor Sie ihn tatsdchlich benétigen.
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KAPITEL 3

Die Rebuild-Vorteile nutzen:
Unerwartete Szenarien in der
Cloud testen

Im frithen 20. Jahrhundert verbesserte sich die Fahrzeugsicherheit
enorm, nicht nur, weil die Autos stabiler wurden, sondern weil
Crashtests ein zentraler Punkt bei der Fahrzeugentwicklung waren
und Sicherheit von blofler Hoffnung in ein gesichertes Ergebnis
verwandelten. Ahnlich glaubten die Piloten in den Anfingen der
Luftfahrt, dass stirkere Flugzeuge weniger Probleme beim Fliegen
bedeuteten.

Doch wenn es in der Luft zu einem Notfall kam, war es nicht allein
die Stirke des Flugzeugs, die Leben rettete, sondern vielmehr die
Fahigkeit des Piloten, sich von unerwarteten Ereignissen nicht aus
der Bahn werfen zu lassen. Egal, wie gut das Flugzeug konstruiert war,
das Uberleben hing oft von intensiven Schulungen ab, bei denen jeder
denkbare Notfall simuliert wurde.

Heute steht die digitale Resilienz vor einer dhnlichen Transformation.
Unternehmen diirfen nicht mehr davon ausgehen, dass Backups und
Cybersecurity-Mafinahmen funktionieren. Was fehlt, ist das vielleicht
wichtigste Element iiberhaupt: regelméifiige Tests. Kontinuierliches
Testen ermoglicht es Unternehmen, ihre digitalen Umgebungen nach
Totalausfillen zuverlédssig wieder aufzubauen. In diesem Kapitel wird
erldutert, wie Unternehmen regelméfiige Rebuild-Tests implementieren
koénnen.
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Wahre Geschichten iber nicht
funktionierende Backups und fehlgeschlagene
Wiederherstellungsplane

Jingste Vorfille zeigen, wie anfillig unsere digitalen Okosysteme,
trotz betrachtlicher Investitionen der Unternehmen in Cybersecurity
und Daten- Backups, sind. Umfang und Intensitdt von Ransomware-
Angriffen haben in den letzten Jahren dramatisch zugenommen. Das
zeigt, dass selbst umfassende Disaster Recovery-Plane fehlschlagen,
wenn sie nicht mit realen Szenarien moderner Cyberbedrohungen
getestet wurden.

Viele grofie Unternehmen haben in den letzten Jahren sehr gelitten,
wenn ihre Wiederherstellungspline trotz sorgfiltiger Dokumentation
und erheblicher Investitionen spektakuldr fehlschlugen.

MGM Resorts und Caesars Entertainment
Diese Unternehmen sahen sich Ende 2023 zermiirbenden
Angriffen ausgesetzt, die zu umfangreichen Ausfillen fithrten.
Trotz ihrer umfassenden DR-Pline hatten beide Unternehmen
Schwierigkeiten, wichtige Geschiftsfunktionen rasch
wiederherzustellen. Es gab eine solide Dokumentation, aber
die tatsdchliche Wiederherstellung scheiterte aufgrund nicht
getesteter Abhéngigkeiten, veralteter Konfigurationen und
fehlender Integrationen zwischen Daten- Backups und der
Wiederherstellung von Anwendungen.

National Health Service (NHS), London, Grofbritannien

Ein Angriff mit der Qilin Ransomware im Jahr 2024 offenbarte
die harte Wahrheit: Fast eine Million Patientendatensitze und
kritische Gesundheitsdatensysteme wurden trotz zuverlissiger
Backups kompromittiert. Das NHS musste auf die harte Tour
lernen, dass die Wiederherstellung von Datenbanken allein nicht
ausreichte; ohne verifizierte Wiederherstellungsverfahren fiir
Anwendungen, Identititen und Netzwerkarchitekturen erwiesen
sich die Backups als nutzlos.

AWS S3-Bucketangriffe
In diesem erniichternden Szenario von 2025 nahm die Codefinger
Ransomware die Cloud-Speicher-Buckets des Unternehmens
ins Visier und lieff herkémmliche Cloud-Backup-Strategien ins
Leere laufen. Viele Unternehmen mussten trotz regelmafliger
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Cloud-Backups feststellen, dass diese von der Ransomware
verschliisselt und nicht mehr zugédnglich waren. Solche Vorfille
verdeutlichen die Notwendigkeit eines vollig neuen Testansatzes
fiir Wiederherstellungsverfahren.

Diese Geschichten offenbaren eine beunruhigende Realitit: Unsere
bisherigen Annahmen in Bezug auf Datenschutz und Cybersecurity
greifen zu kurz. Der exponentielle Anstieg modernster Ransomware-
Angriffe in Verbindung mit immer haufiger auftretenden Ausféllen
von Cloud-Regionen macht einen neuen Ansatz fiir digitale Resilienz
notwendig: regelmaflige, umfassende und griindliche Rebuild-Tests
der gesamten Umgebung.

Wiederherstellung neu gedacht: Die moderne
Herausforderung von Cloud-Rebuilds

Der Neuaufbau von Cloud-Umgebungen erfordert viel mehr
als nur die Wiederherstellung von Daten aus Backups. Moderne
Anwendungen arbeiten in hochdynamischen Okosystemen, die
aus zahlreichen Cloud-nativen Services bestehen, welche sich iiber
mehrere, parallellaufende DevOps-Pipelines fortlaufend andern.
Diese Pipelines sind zunehmend KI-gesteuert.

Verborgene Abhangigkeiten und
Konfigurationsabweichungen

Jede DevOps-Pipeline kann unabhingig Konfigurationen
aktualisieren, Microservices bereitstellen und Sicherheitsrichtlinien
anpassen, was das Risiko von Konfigurationsabweichungen und der
Verschleierung kritischer Abhangigkeiten erhoht. Teams, die Tools
zur koninuierlichen Integration und Bereitstellung (CI/CD) wie
AWS CodeDeploy CodePipeline und CodeBuild verwenden, dndern
Umgebungen hiufig, ohne die Auswirkungen ihrer Anderungen klar
im Blick zu haben. So schaffen sie oft verborgene Schwachstellen oder
unbemerkte Abhéngigkeiten, was im Notfall einen vollstindigen und
akkuraten Neuaufbau erschwert.

Die Strategie der Mindesthetriebsfahigkeit: Rebuild
moglich machen

Die meisten Unternehmen miissen sich in der Praxis der Realitit
stellen, dass ein gleichzeitiger Wiederaufbau der gesamten Umgebung
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weder praktikabel noch notwendig ist. Hier wird das Konzept der
Mindest-betriebsfihigkeit (oder der ,Minimal Viable Company®)
zur strategischen Briicke zwischen theoretischem Rebuild und
erfolgreicher Umsetzung.

Der Minimum-Viability-Ansatz erkennt an, dass Unternehmen wissen
miissen, was ihre wichtigsten Ressourcen sind und wie sie diese wieder
betriebsfahig machen konnen. Anstatt sich mit der iiberwiltigenden
Aufgabe zu Dbefassen, vollstindige Umgebungs-Rebuilds zu
testen, konnen Unternehmen die Rebuild- Funktion schrittweise
implementieren, indem sie sich auf das konzentrieren, was fiir das
Unternehmens tiberlebensnotwendig ist.

Unternehmen kénnen die Rebuild-Funktion wirksam implementieren,
indem sie ihre Anwendungen und Services mithilfe etablierter
Frameworks wie ISO 22301 (Business Continuity Management
Systems) oder der NIST-Leitlinien zur Business Impact-Analyse nach
Bedeutung abstufen. Diese Frameworks helfen Organisationen dabei,
Systeme basierend auf ihrer operativen Bedeutung zu kategorisieren:

o Unternehmenskritisch: Systeme, auf die Sie nicht verzichten
koénnen (z. B. Active Directory, Auftragsmanagementsystem,
Patientenversorgungs-systeme). Diese Anwendungen bilden
die Grundlage fiir eine Mindestbetriebsfahigkeit — ohne sie
funktioniert das Unternehmen nicht.

o Geschiftskritisch: ~ Systeme, die fir die vollstindige
Wiederherstellung von Betriebsablaufen bendétigt werden (z.
B. E-Mail, Buchhaltung, Liefer- kettenmanagement). Diese
ermoglichen eine erweiterte Betriebskapazitdt, die {iber das
grundlegende Uberleben hinausgeht.

o Nicht kritisch: Alleanderen Systeme, die fiir eine volle Funktionalitét
notwendig sind, aber fiir eine sofortige Business Continuity nicht
unerldsslich sind.

Dieser mehrstufige Ansatz verwandelt die Rebuild-Funktion von
einer iiberwiltigenden Herausforderung, bei der alles funktionieren
muss, in einen strategischen, stufenweisen Wiederherstellungsprozess.
Unternehmen kénnen eine Mindestbetriebsfahigkeit erreichen, indem
sie sich bei Rebuild-Tests zunichst auf geschiftskritische Systeme
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konzentrieren und dann systematisch auf unternehmenskritische und
nicht kritische Anwendungen ausweiten.

Dieser Ansatz reduziert die urspriinglichen Recovery Time Objectives
(RTOs) fur essentielle Geschiftsfunktionen drastisch und hat
gleichzeitig eine vollstdindige Umgebungswiederherstellung als Ziel.

Ein vollstandige Rebuild: Metadata,
Automatisierung und Orchestrierung

Ein effektiver Rebuild umfasst die Erfassung aller relevanten Metadaten
- nicht nur der Anwendungsdaten, sondern auch detaillierter
Konfigurationen, = Ressourcenabhéingigkeiten, = IAM-Richtlinien
(Identitdts- und Zugriffs- management), Netzwerktopologien und
API-Endpunkte.

Unternehmen miissen diese umfassenden Metadaten sicher und
unverinderlich {iber mehrere Cloud-Regionen oder isolierte Konten
hinweg replizieren, um Single Points of Failure zu minimieren und
den Schutz vor Ransomware und unbefugten Anderungen zu erhohen.

Beim Neuaufbau muss die automatisierte Infrastructure as Code
(TAC)-Technik genutzt werden, bei der bislang fragmentierte
Wiederherstellungsprozesse zu ausfithrbaren Automatisierungs-
Pipelines zusammengefiihrt werden. Dieser Ansatz ermdglicht, dass
Resilienzprozesse anpassungsfahig, konsistent und {iberpriifbar
bleiben.

Durch die Zentralisierung und kontinuierliche Aktualisierung des
Wiederherstellungscodes konnen Teams die Resilienz proaktiv
managen, anstatt riickwirkend auf Vorfélle zu reagieren. Daher bedeutet
ein umfassender Rebuild- Prozess nicht nur die Wiederherstellung
von Daten, sondern auch die nahtlose und konsistente Orchestrierung
der gesamten Cloud-Umgebung.

Operationalisierung der Rebuild-Funktion:
Zeitpunktgenaue Wiederherstellung der Infrastruktur
und Recovery as Code

Commvault Cloud Rewind (ehemals Appranix) behebt kritische
Schwachstellen herkémmlicher DR-Verfahren mit zwei innovativen
Konzepten fiir den bedarfsgerechten Wiederaufbau von Anwendungs-
umgebungen: die zeitpunktgenaue Wiederherstellung der Infrastruktur
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(Point in Time Recovery PITR) und Recovery as Code (RaC).

InderVergangenheithatten Unternehmen Problememitfragmentierten
Recovery-Runbooks, wobei die Sicherheits-, Anwendungs-,
Architektur- und Backup-Teams Runbooks unabhingig voneinander
verwalteten. Bei Notfillen nahm schon die Zusammenstellung dieser
verstreuten Wiederher- stellungsdokumente viel Zeit in Anspruch,
was zu langeren Ausfallzeiten fiihrte.

Die Point-in-time Infrastructure Rrecovery 16st dieses Problem durch
die Bereit- stellung eines automatisierten, umfassenden Snapshots
eines gesamten digitalen Okosystems - nicht nur der Daten,
sondern des kompletten Anwendungs-Stacks, der Microservices,
serverlosen Funktionen, Identitits- und Zugriffskonfigurationen,
Netzwerktopologien und deren Abhingigkeiten.

Durch die regelmaflige Erfassung dieser vollstindigen Point-in-Time-
Zustinde auf Grundlage der vorhandenen Richtlinien ermdglicht
PITR (Abbildung 3-1) Unternehmen, validierte, umfassende ,,goldene
Kopien® zu pflegen, die sowohl fiir die Wiederherstellung der
Mindestbetriebsfahigkeit als auch fiir den Neuaufbau des vollstandigen
Anwendungs-Stacks jederzeit verfiigbar sind.
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Abbildung 3-1. Zeigt wie PITR einen umfassenden Snapshot
des gesamten Cloud-Anwendungs-Okosystems liefert
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Die Fahigkeit von PITR, mehrstufige Snapshots zu erfassen,
ist fir Strategien zur Mindestbetriebsfihigkeit besonders
wertvoll.  Unternehmen konnen Richtlinien  konfigurieren,
die geschiftskritische Anwendungen fiir haufigere Snapshots
priorisieren, unternehmenskritische Systeme mit verifizierten
Wiederherstellungspunkten versehen wund fiir nicht kritische
Anwendungen den Basisschutz aufrechterhalten.

Dieser mehrstufige Ansatz ermdglicht die schnelle Wiederherstellung
der wichtigsten Betriebsprozesse bei gleichzeitiger Aufrechterhaltung
eines umfassenden Schutzes in der gesamten Umgebung.

Durch die Nutzung von Hyperscale Cloud-Plattformen wie AWS,
Azure oder Google Cloud wird diese Funktion weiter verbessert. Dank
der umfangreichen, flexiblen Rechenressourcen und der integrierten
Isolierungsfunktionen von Hyperscale Clouds kénnen Unternehmen
hiaufige und umfangreiche Tests problemlos und effizient durchfithren.
Diese Plattformen vereinfachen komplexe Uberpriifungen der
Wiederherstellungsprozesse und verwandeln teure und sporadische
Disaster Recovery-Ubungen in routinemifige, kosteneffektive
Rebuild-Tests.

Als Erginzung zu PITR verwandelt Recovery as Code die
Wiederherstellung in einen einheitlichen, automatisierten Prozess, der
die Rebuild-Funktion in die operative Praxis umsetzt. Anstatt separate,
umstdndliche Runbooks zu verwalten, bettet RaC alle notwendigen
Wiederherstellungsschritte direkt in ausfithrbare Automatisierungs-
Pipelines ein (Abbildung 3-2).

Versionsgesteuerter Code, bei dem eine einheitliche Vorgehensweise fiir
Sicherheitsteams, Architekten, Anwendungsentwickler und Backup-
Spezialisten etabliert wird, dient als zentrale Informationsquelle
fur die Wiederherstellung. Dieser Code-basierte Ansatz integriert
regelmaflige Rebuild-Tests nahtlos in die taglichen DevOps-Workflows
und reduziert den operativen Aufwand enorm.
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Recovery as code

N\
J

- ]| def main():
cloud_time_machine.restore()

(=) :
def restore_infrastructure()
dT:’__@' create_networking()

create_security.groups()
=

create_load balancers()()
= create_servers()()

T =) create_databases())
= def restore_application()
@ download_backup()
Nk = start_services()
T }

J \\ J

Abbildung 3-2. PITR kombiniert mit RaC, der alle Wiederherstellungs- schritte in
ausfiihrbare Automatisierungs-Pipelines einbettet

Den Rebuild strategisch nutzen

RaC kann so strukturiert werden, dass er Workflows zur Mindest-
betriebsfdhigkeit unterstiitzt, mit separaten Automatisierungs-
Pipelines fiir  geschiftskritische, —unternehmenskritische und
nicht kritische Anwendungs- ebenen. So koénnen Unternehmen
den Mindestbetrieb schnell wiederherstellen und gleichzeitig die
vollstindige Wiederherstellung der Umgebung vorbereiten, was die
Rebuild-Funktion sowohl zu einer strategischen als auch praktisch
nutzbaren Komponente macht.

Gemeinsam verdndern PITR und RaC die Unternehmens-
Resilienz  grundlegend. Dank dieser Innovationen koénnen
Unternehmen, statt ungewiss im reaktiven Krisenmanagement zu
verharren, einen proaktiven und uberpriifbaren Ansatz nutzen,
der die Wiederherstellungszeiten erheblich verkiirzt, Compliance-
Anforderungen vereinfacht und ein beispielloses Vertrauen bei den
Stakeholdern schafft. Regelmiflige Rebuild-Tests werden somit nicht
nur praktikabel, sondern entwickeln sich auch zu einer strategischen
Notwendigkeit fiir moderne digitale Resilienz.
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Der geschaftliche Nutzen regelmaBiger
Rebuild-Tests inklusive Kostenoptimierung

Regelmiflige Rebuild-Tests mit PITR und RaC beeinflussen die
Resilienz eines Unternehmens grundlegend, da sie die Rebuild-
Funktion sowohl rentabel als auch strategisch wertvoll machen. Anstatt
sich auf unsichere Wiederherstellungspline und angstbestimmtes
Krisenmanagement zu verlassen, verfiigen Unternehmen {iber klare,
messbare und belegbare Wiederherstellungsmoglichkeiten.

Nehmen wir an, eine Gesundheitseinrichtung wird Opfer eines
Ransomware- Angriffs. Anstatt auf die vollstindige Wiederherstellung
der Infrastruktur zu warten, ermoglicht die Planung der
Mindestbetriebs-fahigkeit die schnelle Wiederherstellung von
Patientenversorgungs-systemen, des Notaufnahmebetriebs und
wichtiger Kommunikationskanile. Die Einrichtung kann ihre
Administrationssysteme, Terminplanungs-plattformen und Reporting-
Tools spiter wiederherstellen, ohne die Patientenversorgung zu storen.

Dieser mehrstufige Ansatzbietet zahlreiche messbare Geschiftsvorteile.

Verbesserte Betriebsprozesse und Kundenvertrauen

Da die Planung der Mindestbetriebsfihigkeit umsatzgenerierende
Systeme priorisiert, konnen Unternehmen ihre Kerngeschifte schnell
wieder aufnehmen und gleichzeitig das Vertrauen der Kunden
bewahren. Dieses Vertrauen wird zu einem Wettbewerbsvorteil,
insbesondere in Branchen, in denen sich die digitale Zuverlassigkeit
direkt auf die Kundenbeziehungen auswirkt.

Regulatorische und Compliance-Vorteile

Die Planung der Mindestbetriebsfahigkeit hilft Unternehmen
dabei, die gesetzlichen Anforderungen zu erfiillen, wenn es um die
Aufrechterhaltung wichtiger Services bei Betriebsausfillen geht.
Automatisierte Rebuild-Tests vereinfachen Compliance-Prozesse,
da regelmiflig umfassende Nachweise generiert werden, was die
Vorbereitung von Audits effizienter macht.

Einrichtungen koénnen so mit minimalem manuellem Aufwand
die Einhaltung gesetzlicher Standards wie dem Health Insurance
Portability and Accountability Act (HIPAA) und branchenspezifischen
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Richtlinien wie SOC 2, ISO 27001 sowie dem Digital Operational
Resilience Act (DORA) nachweisen und Priifern sofortigen Einblick in
ihre Resilienz-Fihigkeiten verschaffen.

Kosten- und Zeitersparnis

Durch die Automatisierung von Rebuilds sinken Komplexitdt und
Kosten erheblich. Herkdmmliche Disaster Recovery-Tests sind
kostspielig, betriebs- storend und anfillig fiir menschliche Fehler.
Durch die Einfithrung von RaC koénnen Unternehmen mithilfe von
Programmier- und Bereitstellungs-modellen in der Hyperscale Cloud
ganz nach Bedarf effektiv Rebuilds und Tests durchfiihren.

Sie konnen komplexe Rebuild-Prozesse automatisieren und
unstrukturierte, manuelle Runbooks in optimierte, wiederholbare,
codebasierte Abldufe verwandeln. Diese Automatisierung reduziert
nicht nur den administrativen Aufwand und beseitigt die Kosten fiir
manuelle Tests, sondern fordert auch mit jedem Test die Konsistenz
und Zuverlissigkeit.

Zuversicht und Vertrauen innerhalb des Unternehmens

Wichtig ist aulerdem, dass regelméflige Rebuild-Tests beispiellose
Zuversicht und Vertrauen innerhalb des Unternehmens erzeugen.
Regel-méflig  validierte ~ Wiederherstellungsfahigkeiten  bieten
Fihrungsteams klare und belegbare Gewissheit, dass sie auf
Betriebsausfille vorbereitet sind.

Aufsichtsbehorden, Kunden und Partner konnen darauf vertrauen,
dass das Unternehmen Risiken proaktiv mindert und sich nach
Cyberangriffen oder Cloud-Ausfillen schnell erholen kann. Dieses
Vertrauen wird zu einem strategischen Vorteil, durch den sich
widerstandsfahige Unternehmen in einer Welt, die zunehmend von
digitalen Bedrohungen und Ausfillen geprigt ist, von den anderen
abheben.

Rebuild-Tests praxisnah gestalten:
Infrastruktur und Validierungsmethoden

Nach der Festlegung des strategischen Rahmens fiir eine

Mindestbetriebsfahigkeit stellt sich die Frage: Wie fithren
Unternehmen Rebuild-Tests im grofien Maf3stab fiir kritische
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Anwendungen durch? Es gibt zwei Schliisselfaktoren, die haufige Tests
erschwinglich und auch realistisch machen:

o  Erstens bieten Hyperscale-Cloud-Plattformen die flexible Infras-
truktur, die man braucht, um bei Bedarf ganze Testumgebungen
hochzufahren.

o Zweitens helfen Chaos-Engineering-Prinzipien bei diesen Tests,
reale anstelle von vorhersehbaren Ausfallszenarien zu simulieren.

Gemeinsam verwandeln diese Ansitze Rebuild-Tests von einer
kostspieligen jihrlichen Ubung in einen funktionsfihigen
Routineablauf.

Cloud-Plattformen als leistungsstarke Testumgebung
nutzen

Cloud-Plattformen wie AWS, Azure und Google Cloud bieten aufgrund
ihrer uniibertroffenen Flexibilitit, Skalierbarkeit und Erschwinglichkeit
eine ideale Umgebung fiir regelmiflige Rebuild-Tests. Im Gegensatz
zu herkdmmlichen Rechenzentren ermoglichen Hyperscale-Clouds
Unternehmen, auf Knopfdruck vollstindig isolierte Sandbox-
Umgebungen bereitzustellen, umfassende Tests durchzufithren und
diese, ohne den laufenden Betrieb zu storen, wieder abzubauen.

Diese Flexibilitdt beseitigt die lastigen Hiirden herkdmmlicher Disaster
Recovery-Tests und ermoglicht so hiufigere und aussagekriftigere
Tests.

Ein wesentlicher Vorteil dieser Plattformen sind die riesigen
bedarfsorientieren = Rechen- und  Speicherkapazititen, mit
denen Unternehmen Ressourcen entsprechend den spezifischen
Testanforderungen schnell nach oben oder unten skalieren kdnnen. Die
strategische Nutzung von Spot-Instanzen ermoglicht eine skalierbare
Rechenkapazitit zu drastisch reduzierten Kosten - oft 70% bis 80%
unter den herkdmmlichen On-Demand-Preisen - und erlaubt eine
hohere Testfrequenz ohne das Budget zusitzlich zu belasten.

Die Cloud-Umgebung ermoglicht auflerdem die Simulation
von partiellen Infrastrukturausfallen, das Testen von
regioneniibergreifenden Failover- Funktionen fiir geschaftskritische
Systeme und die Validierung, dass Verfahren zur Wiederherstellung
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der Mindestbetriebsfahigkeit bei unterschiedlichen Ausfallszenarien
funktionieren - und das alles in kosteneflizienten, isolierten
Testumgebungen.

Regelmiflige Rebuild-Tests, die frither als komplex und kostspielig
galten, sind jetzt praktisch und leicht zuganglich, was sie zukiinftig von
einer sporadischen Compliance-Mafinahme zu einer Kernfunktion
von Unternehmen macht.

Chaos-Test: Resiliente Systeme durch gezielt her-
beigefiihrte Ausfalle

Il test del caos ¢ la pratica di introdurre deliberatamente interruzioni
Bei Chaos-Tests wird ein System gezielt herbeigefithrten Ausfillen
ausgesetzt, um verborgene Schwachstellen aufzudecken und
die Widerstandsfidhigkeit unter realistischen Bedingungen zu
validieren. Bei diesem Ansatz werden absichtlich Ausfallszenarien
wie Infrastrukturausfille, Netzwerklatenz oder unerwartete
Ressourcenspitzen simuliert, um zu testen, ob Systeme unter Belastung
zuverldssig funktionieren.

Im Gegensatz zu Standard-DR-Tests, bei denen hiufig
vorhersehbare Szenarien simuliert werden, setzen Chaos-Tests auf
Unvorhersehbarkeit, das laufende Hinterfragen von Annahmen und
die Aufdeckung von verborgenen Schwachstellen in Bezug auf die
Resilienz von Anwendungen und Infrastrukturen.

Im Kontext von Rebuild-Tests sind Chaos-Tests besonders wichtig, da
sich Produktionsumgebungen stindig weiterentwickeln, neue Services
bereitgestellt werden, Konfigurationen sich &ndern und Workloads
fluktuieren. Herkommliche statische Rebuild-Tests sind schnell
veraltet.

Cloud-Plattformen  ermdéglichen es Unternehmen, adaptive
Rebuild-Tests durchzufithren, die die Dynamik moderner
Anwendungen widerspiegeln. Durch die Integration von Chaos-
Engineering-Prinzipien in Rebuild-Verfahren werden Tests proaktiv
weiterentwickelt, bilden die Komplexitit der Produktionsumgebung
ab und passen sich kontinuierlich an Anderungen an.

Chaos-Tests gewinnen zusitzlich an Bedeutung, wenn sie unter dem
Gesichtspunkt der Mindestbetriebsfahigkeit durchgefiihrt werden.
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Anstatt zufillige Ausfallszenarien iiber ganze Umgebungen hinweg
zu testen, konnen Unternehmen sich bei den Chaos-Tests auf
geschiftskritische Systeme konzentrieren, um zu verstehen, wie
Ausfille sich auf andere Systeme auswirken und die Wiederherstellung
der Mindestbetriebsfiahigkeit beeinflussen kénnen.

So kénnte ein Chaos-Test wihrend einer Ubung zur Wiederherstellung
der Mindestbetriebsfihigkeit beispielsweise absichtlich Active
Directory-Dienste deaktivieren, um zu verifizieren, ob Backup-Systeme
zur Authentifizierung wichtige Geschiftsablaufe aufrechterhalten
konnen. Oder er konnte Fehler bei der Netzwerksegmentierung
zwischen kritischen Mikro-Services simulieren, um zu iberpriifen,
ob fiir den Mindestbetrieb notwendige Anwendungen auch dann
funktionsfihig bleiben, wenn abhingige Dienste nicht verfiigbar sind.

RegelmaBige Rebuild-Tests durchfiihren: Von
der Theorie zu konkreten Ergebnissen

Die Einfithrung regelméafliger Rebuild-Tests verwandelt die Resilienz
eines Unternehmens von einer theoretischen Zuversicht in konkret
messbare Fahigkeiten. So wie bei der Entwicklung von Software
mittlerweile regelmaflig Qualititssicherungsmafinahmen (QS) gesetzt
werden, miissen auch fiir die digitale Resilienz regelméflige Rebuild-
Tests durchgefithrt werden. CIOs und CISOs konnen greifbare
Ergebnisse erwarten: Nachweisbare Wiederherstellungsfahigkeit,
messbare Risikoreduktion und klare Abstimmung zwischen den Teams
fiir Cyber-Sicherheit, Cloud- Operation und Wiederherstellung.

Mehrstufige Testansatze implementieren

Ein strukturierter Ansatz beginnt mit der Planung monatlicher
oder vierteljahrlicher Rebuild-Testtage, die sowohl Szenarien fiir die
Wiederherstellung der Mindestbetriebsfahigkeit als auch der gesamten
Umgebung umfassen. Diese Termine miissen sorgfaltig geplant
werden und sollten regelmiflige Wiederherstellungsiibungen, Tests
zur Mindestbetriebsfihigkeit und kontrollierte Chaos-Tests umfassen.
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Testtage zur Mindestbetriebsfahigkeit

Unternehmen sollten separate Ubungen durchfiihren, die sich speziell
auf die Wiederherstellung geschiftskritischer Systeme innerhalb
definierter Zeitfenster konzentrieren. Diese Tests iiberpriifen, ob
wichtige Geschiftsfunktionen schnell wiederhergestellt werden
kénnen, am besten innerhalb weniger Stunden und nicht Tage.

Zu den Erfolgskennzahlen fiir diese Tests gehoren die Dauer fiir
die Wiederherstellung von Identitits-Diensten, die Zeitspanne, um
wichtige Geschiftsanwendungen wieder online zu bringen, und die
Verifizierung, dass die Mindestbetriebsfahigkeit aufrechterhalten
werden kann, wihrend die vollstindige Wiederherstellung fortgesetzt
wird.

Tests zur vollstandigen Wiederherstellung der Umgebung

Auch die Durchfilhrung umfassender Tests zur vollstindigen
Wiederherstellung der Infrastruktur sind essentiell, um zu
bestatigen, dass unternehmenskritische und nicht kritische
Systeme erfolgreich wiederhergestellt werden koénnen, nachdem die
Mindestbetriebsfahigkeit gewiéhrleistet ist. Diese Tests {iberpriifen
die Fihigkeit des Unternehmens, die volle Betriebskapazitit
wiederaufzunehmen.

Rollen und Zustandigkeiten definieren

Eine klare Definition von Rollen und Verantwortlichkeiten ist fiir
effiziente Tests von entscheidender Bedeutung, insbesondere wenn
Mindestbetriebsfahigkeit und vollstindige Wiederherstellung der
Umgebung miteinander in Einklang gebracht werden sollen.

Sicherheitsteams

Die Sicherheitsteams stellen sicher, dass wiederhergestellte
Umgebungen rigoros gescannt und von Sicherheitsliicken,
Ransomware-Signaturen und Fehlkonfigurationen befreit werden.
Wihrend der Wiederherstellung der Mindestbetriebsfahigkeit
konzentrieren sich diese Teams auf die Validierung geschaftskritischer
Systeme und fiihren gleichzeitig umfassende Sicherheitsbewertungen
der Gesamtumgebung durch.
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Cloud-Operation- und Anwendungsteams

Diese Teams konzentrieren sich auf die Bereitstellung der Infrastruktur,
die Konfigurationsabstimmung und die Orchestrierung umfassender
Rebuildsaus den PTIR der Umgebungen. Sie iiberwachen die technische
Ausfithrung der Wiederherstellung fiir die Mindestbetriebsfiahigkeit
sowie fir jene der Gesamtumgebung und bestitigen, dass
Abhingigkeiten in der Infrastruktur korrekt aufeinander abgestimmt
sind und dass die wiederhergestellten Services den funktionalen
Anforderungen entsprechen.

Recovery-Teams

Die Wiederherstellungsteams iiberwachen den gesamten Rebuild-
Prozess und sorgen fiir eine gruppeniibergreifende Koordination und
eine genaue Dokumentation der Ergebnisse. Sie steuern den Ubergang
von der Mindestbetriebsfihigkeit zur vollen Betriebskapazitit und
koordinieren verschiedene Testszenarien.

Erfolg messen und Nutzen aufzeigen

Um die Effektivitit zu beurteilen und den Nutzen von Rebuild-Tests zu
demonstrieren, miissen klare Kennzahlen festgelegt und kommuniziert
werden. Diese Kennzahlen gehen iiber einfache Recovery Time
Objectives (RTO) und Recovery Point Objectives (RPO) hinaus. Sie
umfassen:

Kennzahlen fiir die Mindestbetriebsfihigkeit
Die Dauer fiir die Wiederherstellung geschéftskritischer Systeme
und damit verbundener Abhingigkeiten, die Erfolgsquote der
Verfahren zur Erlangung der Mindestbetriebsfahigkeit bei
Belastungstests und die Fihigkeit, wichtige Betriebs- abldufe im
Zuge der vollstindigen Wiederherstellung aufrecht zu erhalten.

Kennzahlen fiir die umfassende Wiederherstellung
Die Zeitspanne bis zur vollstaindigen Wiederherstellung ganzer
Umgebungen, die Erfolgsrate der Verfahren zur vollstindigen
Wiederherstellung und die Uberpriifung der korrekten Funktion
aller Systeme nach der Wiederherstellung.

Kennzahlen fiir Resilienz-Tests
Die Hiufigkeit und Griindlichkeit der durchgefithrten Chaos-
Tests, die Anzahl der bei den Tests erkannten und behobenen
Schwachstellen oder Fehlkonfigurationen sowie die langfristige
Verbesserung der Wiederherstellungsleistung.
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Kennzahlen zu den geschdftlichen Auswirkungen
Die Reduzierung potenzieller Umsatzverluste bei Cybervorfillen,
Kennzahlen zur Verbesserung des Kundenvertrauens und
der Nachweis der Einhaltung gesetzlicher Vorschriften durch
regelmaflige Tests.

CIOs und CISOs sollten regelméflig Berichte mit Fokus auf diese
Kennzahlen erhalten. Sie liefern langfristig Transparenz und konkrete
Nachweise fiir Verbesserungen.

Durch regelmifiige Rebuild-Tests erhalten alle Beteiligten konkrete
Nachweise zu den Wiederherstellungs-Fahigkeiten des Unternehmens
- von Sicherheitsteams, die ein reduziertes Bedrohungsrisiko
tiberpriifen mochten, bis hin zu Fithrungskriften, die ihre operationale
Resilienz demonstrieren wollen.

Bislang als Best Practice angesehen, nehmen regelmiflige Rebuild-
Tests nun im Unternehmen eine Kernfunktion im Risikomanagement
ein. Durch die Integration von Prinzipien zur Mindestbetriebsfahigkeit
in umfassende Tests konnen Unternehmen eindeutig nachweisen,
dass sie wichtige Geschiftsfunktionen schnell wiederherstellen und
gleichzeitig eine vollstandige digitale Resilienz gewdhrleisten kénnen.
Diese Fahigkeit ist aufgrund der sich stindig weiterentwickelnden
und zunehmenden Cyber-Bedrohungen fiir das Uberleben von
Unternehmen unerlésslich geworden.
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KAPITEL 4

lhr Schliissel zum Erfolg:
Die Rebuild-Funktion:
Grundlage echter Cyber-
Resilienz

Echte Cyber-Resilienz hidngt von einer wichtigen Fahigkeit ab, die tiber
herkommliche Cyber-Sicherheitskonzepte hinausgeht. Wie in Kapitel
2 festgestellt, benotigt das NIST Cybersecurity Framework eine siebte
Funktion: ,Neu Aufbauen® oder ,,Rebuild. Diese Funktion verwandelt
Ungewissheitin Sicherheit und macht den ,,Hoffentlich funktioniert das
Backup®-Ansatz iiberfliissig, indem die Wiederherstellungsfahigkeiten
durch regelmiflige Tests tiberpriift.

Der Ansatz der in Kapitel 3 dargelegten Mindestbetriebsfahigkeit
macht diese Umstellung méglich. Anstatt alles gleichzeitig zu testen,
konnen Unternehmen den Rebuild systematisch implementieren,
beginnend bei geschiftskritischen Systemen bis hin zu ganzen
Umgebungen. Dieses strategische Framework verwandelt eine
erdriickende Herausforderung in einen {iberschaubaren, schrittweisen
Prozess, der einen unmittelbaren Nutzen bringt und gleichzeitig auf
eine umfassende Resilienz hinarbeitet.

Die Bedrohung durch agentische KI: Warum
sich die Recovery-Anforderungen mit der
Geschwindigkeit der Angriffe andern

Experten prognostizieren, dass wir schon in diesem Jahr eine Welle
KI- gestiitzter Angriffe erleben konnten, da KI-Agenten viel billiger
als professionelle Hacker sind und Angriffe schneller und weitaus
umfangreicher als Menschen koordinieren konnen, was sie fiir
Cyberkriminelle duflerst attraktiv macht.
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KI-gesteuerte Ransomware besteht aus mehreren KI-Bots, die alle
Schritte fiir einen erfolgreichen Ransomware-Angrift ausfiihren,
aber schneller und besser als menschliche Akteure. Diese Systeme
beschleunigen vorhandene

Angriffsmethoden nicht nur, sondern &ndern die Spielregeln
grundlegend, indem sie mit maschineller Geschwindigkeit arbeiten
und Funktionen fiir maschinelles Lernen nutzen.

Die Folgen fiir Wiederherstellungsprozesse sind enorm. In fast
jedem fiinften Fall findet der Datendiebstahl nun in der ersten
Stunde nach der Kompromittierung statt. Herkdmmliche Backup-
und Wiederherstellungs- ansdtze, die auf von Menschen gesteuerte
Bedrohungen ausgelegt sind, und die einen Vorlauf von Tagen
oder Wochen boten, sind obsolet, wenn bei einem Angriff von der
Erkundungsphase bis zur Verschliisselung nur wenige Minuten
vergehen.

Im Zeitalter der agentischen KI gewinnt die schnelle, automatisierte
Rebuild- Funktion zunehmend an Bedeutung. Nur durch regelmafige,
automatisierte Tests konnen Unternehmen Gegnern, die mit
tibermenschlicher Geschwindigkeit lernen und sich anpassen, einen
Schritt voraus sein.

Ihr strategischer Fahrplan: Von der
Mindestbetriebsfahigkeit zur vollstandigen
Resilienz

Der Weg zum sicheren Rebuild folgt dem Ansatz der
Mindestbetriebsfahigkeit, der die Durchfithrung umfassender Tests
moglich macht. Unternehmen beginnen damit, geschaftskritische
Systeme zu identifizieren, die im Notfall fiir einen Mindestbetrieb
unerldsslich sind. Anschlielend implementieren sie PITR- Snapshots
und RaC-Automatisierung fiir diese Prioritétssysteme.

Erfolge beim Mindestbetrieb schaffen die Grundlage firr eine
Erweiterung. Unternehmen konnen in der Folge die Rebuild-
Funktionen auf unternehmenskritische Systeme wie die Buchhaltung
und das Lieferketten- Management erweitern, gefolgt von nicht
kritischen Anwendungen. Jede Erweiterung baut auf gepriiften
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Prozessen und wachsendem Unternehmens- Know-how auf, und
letztendlich wird eine umfassende Rebuild-Fihigkeit fiir das gesamte
digitale Okosystem erreicht.

Die in Kapitel 3 erorterten Hyperscale-Cloud-Plattformen machen
diesen Fortschritt wirtschaftlich tragbar. Laut der offiziellen AWS-
und Azure- Dokumentation senken Spot-Instanzen im Vergleich zu
On-Demand-Preisen die Testkosten um bis zu 90%, wahrend die
flexible Infrastruktur eine haufige Validierung ohne Beeintrachtigung
der Produktionssysteme ermoglicht.

Chaos-Tests sorgen dafiir, dass Testszenarien reale Ausfallszenarien
widerspiegeln und ein echtes Vertrauen in die Wiederherstellungs-
funktionen entsteht.

Herausforderungen bei der Implementierung
meistern

Das Konzept der Mindestbetriebsfahigkeit iiberwindet systematisch
unternehmensinterne Barrieren bei der Umsetzung der Rebuild-
Funktion. Auflern Fithrungskrifte Bedenken hinsichtlich der
Kosten, spricht der wirtschaftliche Nutzen klar dafiir. Die schnelle
Wiederherstellung umsatzgenerierender Systeme lohnt sich beim
ersten Vorfall, der damit verhindert werden kann.

Denken Sie nur an das Praxisbeispiel aus Kapitel 3. MGM Resorts und
Caesars Entertainment besaflen umfassende DR-Pline, doch beide
Unternehmen hatten Schwierigkeiten bei der Wiederherstellung, da
ihnen keine getesteten Rebuilds zur Verfiigung standen. Der Ansatz
der Mindestbetriebsfihigkeit hitte die schnelle Wiederherstellung
der wichtigsten Casino- und Hotelsysteme erleichtert, wahrend die
vollstaindige Wiederherstellung parallel verlaufen wire, wodurch
Geschiftsausfille und Auswirkungen auf die Kunden minimiert
hitten werden konnen.

Indhnlicher Weisezeigtedie ErfahrungdesNHSin Londonmitder Qilin
Ransomware, dass zuverlidssige Backups ohne verifizierte Wiederher-
stellungsverfahren fiir Anwendungen, Identititen und Netzwerk-
architekturen nutzlos sind. Eine Strategie zur Mindestbetriebsfahigkeit
hitte die Wiederherstellung des Patientenversorgungssystems
priorisiert, wodurch wichtige Gesundheitsdienstleistungen fortgesetzt
werden hidtten konnen, wihrend gleichzeitig ein umfassender Rebuild
der Backoflice- und Support- Systeme moglich gewesen wire.
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Budget- und Ressourceneinschrankungen

Durch die RaC-Automatisierung werden  unstrukturierte
Runbooks in einheitlichen, versionsgesteuerten  Pipelines
zusammengefasst. Sicherheits-, Cloud-Operations-, Anwendungs-
und Wiederherstellungsteams arbeiten auf Basis desselben Codes
zusammen, anstatt einzelne, isolierte Dokumentationen zu pflegen.
Durch diese Konsolidierung entfallen separate Ubungen iiber mehrere
Teams hinweg, wihrend Konsistenz gewahrleistet und der manuelle
Aufwand reduziert wird.

Der ROI spricht fiir sich, sobald Unternehmen die Zeiten fiir
die Wiederherstellung der Mindestbetriebsfahigkeit messen. Die
Reduzierung des RTO von 48 auf 2 Stunden fiir geschaftskritische
Systeme bringt sofortigen Nutzen. Durch die automatisierte Erfassung
von Compliance-Nachweisen fiir SOC 2, ISO 27001 und DORA
reduziert sich der Audit-Aufwand und gleichzeitig koénnen die
Wiederherstellungsfunktionen kontinuierlich validiert werden.

Riickhalt im Management und
Unternehmensausrichtung

Nichts tberzeugt Fithrungskrifte so sehr wie belegbarer Erfolg.
Unternehmen koénnen Rebuild-Kennzahlen in Echtzeit auf
Dashboards anzeigen, Fithrungskraften Auditberichte zur Verfiigung
stellen und eine vollstaindige Wiederherstellung in weniger als einer
Stunde anstatt in Tagen oder Wochen demonstrieren.

Der Ansatz der Mindestbetriebsfahigkeit macht die geschiftlichen
Auswirkungen sofort sichtbar. Erkennt die Fithrungskraft, dass die
wichtigsten umsatzgenerierenden Systeme schnell und zuverlissig
wiederhergestellt werden konnen, folgen die Finanzierung und die
organisatorische Unterstiitzung ganz von selbst. Jeder erfolgreiche
Test der Mindestbetriebsfahigkeit schafft Vertrauen fiir eine erweiterte
Umsetzung des Rebuilds.

Ausblick: Wenn der Rebuild zum Standard wird

Die Zukunft der Cyber-Resilienz zeichnet sich bereits ab, angetrieben
von der Realitit KI-gesteuerter Bedrohungen. Mit zunehmender
Leistungsfahigkeit der KI-Agenten werden Sicherheitsteams weitere
Aufgaben mit minimalem Aufwand an autonome Agenten delegieren,
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sodass Systeme und Netzwerke mit sich stindig weiterentwickelnden
Bedrohungstaktiken Schritt halten kénnen. In fiinf Jahren wird die
Rebuild-Funktion fir die Cyber-Sicherheit genauso wichtig sein
wie die Funktionen des aktuellen NIST-Frameworks. Die Planung
der Mindestbetriebsfihigkeit wird allgemeiner Standard, wobei
Unternehmen sich so strikt an getestete Wiederherstellungsverfahren
fur unternehmenskritische Systeme halten werden wie an
Finanzkontrollen.

Diese Transformation wird die Art und Weise verdndern, wie
Unternehmen digitale Resilienz angehen:

o Kl-gestiitzte Rebuild-Funktionen: Zukiinftige Rebuild-Systeme
nutzen KI, um Konfigurationsabweichungen automatisch
zu erkennen, potenzielle Ausfallszenarien vorherzusagen
und systematische Chaos-Tests durchzufiihren, die neue
Angriffsvektoren vorhersehen, bevor diese eingesetzt werden.
Diese agentischen Wiederherstellungssysteme werden Hand in
Hand mit menschlichen Akteuren arbeiten, um Routineaufgaben
autonom durchzufithren, menschliche Entscheidungen zu
verbessern und Workflows zu automatisieren.

o Reaktion mit angepasster Geschwindigkeit: Mit zunehmender
Beschleunigung der Angriffe miissen auch die Rebuild-
Fahigkeiten entsprechend angepasst werden. Unternehmen
werden KI-basierte Wiederherstellungssysteme implementieren,
die eine vollstaindige Wiederherstellung der Umgebung schneller
durchfiihren, als Angreifer ihre Strategien anpassen kénnen.

o Wettbewerbsvorteil: Unternehmen, die eine schnelle und
zuverldssige Wiederherstellung vorweisen koénnen, werden
erhebliche Wettbewerbsvorteile erzielen. Kunden und Partner
bevorzugen Anbieter, die eine zuverldssige Betriebskontinuitat
aufzeigen konnen. In regulierten Branchen werden belegbare
Rebuild-Fihigkeiten zur Voraussetzung fiir die Beibehaltung von
Lizenzen und Zertifizierungen werden.

Unternehmen, die die Rebuild-Funktion schon heute nutzen -
beginnend bei der Mindestbetriebsfihigkeit bis hin zum Ausbau einer
vollstindigen Abdeckung — werden nicht nur die Angriffe von morgen
tiberstehen, sondern auch stirker daraus hervorgehen. Sie werden
Cyber-Vorfille nicht mehr als geschiftsbedrohliche Katastrophen,
sondern als iiberschaubare operative Herausforderungen sehen.
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Ihr Weg in die Zukunft: Von der Hoffnung zur
Gewissheit

Die Entscheidung, die jedes Unternehmen treffen muss, ist klar:
entweder weiter hoffen, dass herkémmliche Backup- und Recovery-
Methoden gegen moderne Bedrohungen ausreichen, oder mit dem
Aufbau einer nachweisbaren Rebuild- Fahigkeit beginnen, die echte
Sicherheit bietet.

Das Konzept der Mindestbetriebsfihigkeit hilft bei der
Umsetzung dieser Entscheidung. Beginnen Sie mit einem einzigen
geschiftskritischen System. Implementieren Sie PTIR-Snapshots
und RaC-Automatisierung. Fithren Sie Chaos-Tests durch, um die
Wiederherstellung im Notfall zu validieren. Messen und présentieren
Sie die Ergebnisse.

Erfolgebei einem System bilden die Grundlage fiir eine Erweiterung auf
andere Systeme. Jedes zusdtzliche System profitiert vom wachsenden
Unternehmens- Know-how, bewidhrten Prozessen und etablierter
Automatisierung. Der Weg von der Backup-Hoftnung zur Sicherheit
eines Rebuilds beschleunigt sich mit zunehmenden Fahigkeiten.

Testen Sie zuerst IThre Mindestbetriebsfahigkeit, und gehen Sie
dann systematisch eine Erweiterung an. Vertrauen Sie auf eine
zuverldssige Wiederherstellung dank bewdhrter Rebuild-Fihigkeiten.
Sichern Sie Unternehmenswachstum, indem Sie Resilienz zu einem
Wettbewerbsvorteil machen.

Die Cyberbedrohungen von morgen werden ausgekliigelter,
hartnickiger und verheerender sein als die heutigen Angriffe.
Unternehmen, die auf perfekte Losungen oder ideale Bedingungen
warten, stehen unvorbereitet da, wenn das Uberleben von der
Geschwindigkeit und Zuverldssigkeit der Wiederherstellung abhéngt.

Beginnen Sie mit dem Definieren Ihrer geschiftskritischen Systeme
und folgen Sie dem Ansatz der Mindestbetriebsfahigkeit. Die
Technologie existiert bereits. Die Methoden sind erprobt. Die einzige
Frage ist, ob Sie gleich jetzt beginnen oder warten, bis der néchste
Angriff Sie dazu zwingt.

Entscheiden Sie sich fiir Sicherheit, fiir den Rebuild und dafiir, auch in
unsicheren Zeiten erfolgreich zu agieren.
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